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Arti�cial Neural Networks have spurred remarkable recent progress in image classi�cation and
speech recognition. But even though these are very useful tools based on well-known
mathematical methods, we actually understand surprisingly little of why certain models work and
others don’t. So let’s take a look at some simple techniques for peeking inside these networks. 

We train an arti�cial neural network by showing it millions of training examples and gradually
adjusting the network parameters until it gives the classi�cations we want. The network typically
consists of 10-30 stacked layers of arti�cial neurons. Each image is fed into the input layer, which
then talks to the next layer, until eventually the “output” layer is reached. The network’s “answer”
comes from this �nal output layer. 

One of the challenges of neural networks is understanding what exactly goes on at each layer. We
know that after training, each layer progressively extracts higher and higher-level features of the
image, until the �nal layer essentially makes a decision on what the image shows. For example, the
�rst layer maybe looks for edges or corners. Intermediate layers interpret the basic features to look
for overall shapes or components, like a door or a leaf. The �nal few layers assemble those into
complete interpretations—these neurons activate in response to very complex things such as entire
buildings or trees.  

One way to visualize what goes on is to turn the network upside down and ask it to enhance an
input image in such a way as to elicit a particular interpretation. Say you want to know what sort of
image would result in “Banana.” Start with an image full of random noise, then gradually tweak the
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image towards what the neural net considers a banana (see related work in [1], [2], [3], [4]). By itself,
that doesn’t work very well, but it does if we impose a prior constraint that the image should have
similar statistics to natural images, such as neighboring pixels needing to be correlated.  

So here’s one surprise: neural networks that were trained to discriminate between different kinds of
images have quite a bit of the information needed to
generate

images too. Check out some more examples across different classes: 

Why is this important? Well, we train networks by simply showing them many examples of what we
want them to learn, hoping they extract the essence of the matter at hand (e.g., a fork needs a
handle and 2-4 tines), and learn to ignore what doesn’t matter (a fork can be any shape, size, color
or orientation). But how do you check that the network has correctly learned the right features? It
can help to visualize the network’s representation of a fork. 

http://arxiv.org/pdf/1412.1897v4.pdf
http://arxiv.org/pdf/1412.0035v1.pdf
http://arxiv.org/pdf/1506.02753.pdf
http://arxiv.org/pdf/1312.6034v2.pdf
https://4.bp.blogspot.com/-tTYZpdJ18bg/VYITAO4s_uI/AAAAAAAAAlE/L7VMImFFt_M/s1600/noise-to-banana.png
https://2.bp.blogspot.com/-17ajatawCW4/VYITTA1NkDI/AAAAAAAAAlM/eZmy5_Uu9TQ/s1600/classvis.png
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Indeed, in some cases, this reveals that the neural net isn’t quite looking for the thing we thought it
was. For example, here’s what one neural net we designed thought dumbbells looked like: 

There are dumbbells in there alright, but it seems no picture of a dumbbell is complete without a
muscular weightlifter there to lift them. In this case, the network failed to completely distill the
essence of a dumbbell. Maybe it’s never been shown a dumbbell without an arm holding it.
Visualization can help us correct these kinds of training mishaps. 

Instead of exactly prescribing which feature we want the network to amplify, we can also let the
network make that decision. In this case we simply feed the network an arbitrary image or photo
and let the network analyze the picture. We then pick a layer and ask the network to enhance
whatever it detected. Each layer of the network deals with features at a different level of
abstraction, so the complexity of features we generate depends on which layer we choose to
enhance. For example, lower layers tend to produce strokes or simple ornament-like patterns,
because those layers are sensitive to basic features such as edges and their orientations. 

Left: Original photo by Zachi Evenor. Right: processed by Günther Noack, Software Engineer

https://3.bp.blogspot.com/-dc6B2h_o1fc/VYITir_QCgI/AAAAAAAAAlU/Ysi0_reQTpI/s1600/dumbbells.png
https://3.bp.blogspot.com/-4Uj3hPFupok/VYIT6s_c9OI/AAAAAAAAAlc/_yGdbbsmGiw/s1600/ibis.png
https://www.flickr.com/photos/zachievenor/8258092492/in/set-72157630014410078
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If we choose higher-level layers, which identify more sophisticated features in images, complex
features or even whole objects tend to emerge. Again, we just start with an existing image and give
it to our neural net. We ask the network: “Whatever you see there, I want more of it!” This creates a
feedback loop: if a cloud looks a little bit like a bird, the network will make it look more like a bird.
This in turn will make the network recognize the bird even more strongly on the next pass and so
forth, until a highly detailed bird appears, seemingly out of nowhere. 

The results are intriguing—even a relatively simple neural network can be used to over-interpret an
image, just like as children we enjoyed watching clouds and interpreting the random shapes. This
network was trained mostly on images of animals, so naturally it tends to interpret shapes as
animals. But because the data is stored at such a high abstraction, the results are an interesting
remix of these learned features. 

Of course, we can do more than cloud watching with this technique. We can apply it to any kind of
image. The results vary quite a bit with the kind of image, because the features that are entered
bias the network towards certain interpretations. For example, horizon lines tend to get �lled with
towers and pagodas. Rocks and trees turn into buildings. Birds and insects appear in images of
leaves. 

Left: Original painting by Georges Seurat. Right: processed images by Matthew McNaughton, Software Engineer

https://4.bp.blogspot.com/-FPDgxlc-WPU/VYIV1bK50HI/AAAAAAAAAlw/YIwOPjoulcs/s1600/skyarrow.png
https://3.bp.blogspot.com/-R15_fyB-ZpE/VYIV-Uu9iwI/AAAAAAAAAl4/o3heQNGpVRU/s1600/Funny-Animals.png
https://4.bp.blogspot.com/-PK_bEYY91cw/VYIVBYw63uI/AAAAAAAAAlo/iUsA4leua10/s1600/seurat-layout.png
https://en.wikipedia.org/wiki/A_Sunday_Afternoon_on_the_Island_of_La_Grande_Jatte#/media/File:Georges_Seurat_-_A_Sunday_on_La_Grande_Jatte_--_1884_-_Google_Art_Project.jpg
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This technique gives us a qualitative sense of the level of abstraction that a particular layer has
achieved in its understanding of images. We call this technique “Inceptionism” in reference to the
neural net architecture used. See our Inceptionism gallery for more pairs of images and their
processed results, plus some cool video animations. 

We must go deeper: Iterations 

If we apply the algorithm iteratively on its own outputs and apply some zooming after each
iteration, we get an endless stream of new impressions, exploring the set of things the network
knows about. We can even start this process from a random-noise image, so that the result
becomes purely the result of the neural network, as seen in the following images: 

The original image in៹�uences what kind of objects form in the processed image.

http://arxiv.org/pdf/1409.4842.pdf
https://goo.gl/photos/fFcivHZ2CDhqCkZdA
https://2.bp.blogspot.com/-nxPKPYA8otk/VYIWRcpjZfI/AAAAAAAAAmE/8dSuxLnSNQ4/s1600/image-dream-map.png
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The techniques presented here help us understand and visualize how neural networks are able to
carry out dif�cult classi�cation tasks, improve network architecture, and check what the network
has learned during training. It also makes us wonder whether neural networks could become a tool
for artists—a new way to remix visual concepts—or perhaps even shed a little light on the roots of
the creative process in general.

Labels: Computer Vision , Google Brain , Image Classi�cation , Neural Networks

Neural net “dreams”— generated purely from random noise, using a network trained on places by MIT Computer Science and
AI Laboratory. See our Inceptionism gallery for hi-res versions of the images above and more (Images marked “Places205-

GoogLeNet” were made using this network).
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